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Introduction 
1.1    Overview  

Quality control has become a major concern in todayôs competitive 

industrial environment. Therefore, quality has become one of the most 

important consumer decision factors in the selection among competing 

products and services. It is safe to assume that ever since manufacturing 

commenced, attempts have been made to control the process in order to 

improve quality and drive down costs. The using of statistical quality control 

(SQC) techniques to manufacturing became an important topics of study for a 

lot of researchers. 

Statistical process control (SPC) is a powerful collection of problem-

solving tools useful in achieving process stability and improving capability 

through the reduction of variability. SPC is one of the greatest technological 

developments of the twentieth century because it is based on sound 

underlying principles, is easy to use, has significant impact, and can be 

applied to any process. 

The main work of Statistical Quality Control  is to control the central 

tendency  and  variability of  some  processes, a common monitoring tool is to 

construct control models (Dou and Ping, 2002). A control model is a 

statistical scheme ( usually allowing graphical implementation ) devised for 

the purpose of  checking  and  then monitoring the statistical stability of a 

process. These representations procedures are widely used in quality control 
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evaluation and monitoring of important quality characteristics of products 

such as the strength of concrete blocks. This characteristic will be observed, 

assessed, and compared with some types of standards. Also by using  these 

quality control models, scientific valid methods and sticking to standards 

specification. 

 

 

 

 

In a production process, there are two types of variation: assignable 

causes and chance causes of variation. The first variation usually comes from 

machines, operator, or row materials and all these affect the quality of the 

products while the later one comes from nature random variability. The 

statistical process control is generally applied to gain information about the 

variation in the manufacturing process. If a process has only random causes of 

variation, it is said to be in control, otherwise, it is said to be out of control.  
  

The major function of a control model is to detect the occurrence of 

assignable  causes and tells the practitioners whether the process is in or out 

of control. They can then perform corrective actions to bring the process back 

into control if necessary, (Chou et al., 2001).  An efficient control model  

must continue sampling as  long  as the  process is in control and must give an 

out-of control signal to  stop sampling  as quickly as possible when  the 

process becomes out of-control before a large quantity of non-conforming 

product is manufactured (Bakir, 2004).                                                  

Using quality control models became widespread after World War II. 

Wartime experience made it apparent that statistical quality techniques were 

necessary to control and improve product quality. Because of  control models 

ability to ensure process stability, various types of control models have been  

developed  and widely  applied  in process control. The most widely used 

method to control the central tendency of a process is Shewhart- X. 
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Shewhart, 1931 model which was the  first developed  by physicist  Walter A. 

Shewhart of the Bell Telephone Laboratories in 1924. 

Shewhart and many researchers were attending to control models, improve, 

and modify them to increase the sensitivity of these models to detect out of 

control signal. They  produced  two  other  very effective  alternatives  to  the  

Shewhart control model may be used when small process shifts are of interest. 

One is the Cumulative Sum (CUSUM) model and the other is the 

Exponentially Weighted Moving Average (EWMA) model. 
 

Various control model techniques have been developed and widely applied 

in process control. Duncanôs cost model, (Duncan, 1956) includes the cost of 

an out-of control condition, the cost of false alarms, the cost of searching for 

an assignable cause, and the cost of sampling, inspection, evaluation, and 

plotting. In addition to the economic design of control models, another 

approach to designing a control model is called statistical design, (Chou et al., 

2001). 
 

Montgomery (1985), in his research on control models, was of the view 

that these models are amongst some of the most important management 

control tools. These models have a long history of use in industries across the 

globe. The five basic reasons behind this are as follows:  

i. control models are proven techniques for improving productivity;  

ii. they are effective in defect prevention;  

iii. they prevent unnecessary process adjustments;  

iv. they provide diagnostic information; and  

v. they provide information about process capability. 
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As it obvious, there is a lot of concern by many researchers and producers 

to study the quality of concrete blocks because it is the most widely used 

material in constructions. The production of concrete blocks must be 

controlled in such a way that strength specifications are met, improve the 

efficiency, defect  preventation,  increase  consumers and materials costs are 

kept as low as possible. 
 

CUSUM  and EWMA models are important statistical process tools  for  

analysis  and  monitoring the  quality of strength concrete blocks such as  

Building  Concrete Blocks during its production  process. 

 
 

1.2.     Importance of Study 

Importance of this study stems from: 

i. Applying the best international quality models of local concrete 

products in Gaza strip. 

ii. Growing the interest in monitoring control products of concrete blocks 

under growing and continuing demand of these blocks.  

iii. The CUSUM  model   and   EWMA  model  show  a visual presentation 

of products trend relative to the target level and the producer and 

customer can make his decision easily. 

iv. These models enable to monitor new samples by introducing it on a 

series of old samples in quality model at any time. 

v. Provide  the competent authorities and persons  with accurate 

information about the quality of modern-made products and the degree 

of acceptance . 

vi. Lack of studies dealing with statistical quality control in our reality and 

rarity in the use of models that we will discuss. 
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1.3    Problem of Study 

In the last period especially after Gaza war (2008), domestic and  

international  reports ( Palestinian  National Plan for Early Recovery -  Early 

recovery needs and reconstruction after one year - UNDP) demonstrate that 

block  manufactories increases  rapidly  because  of  great  need  in  building 

houses, roads and all of constructions. This led to a great demand of concrete  

blocks especially Building  Concrete  Blocks, so producing these products 

with these  huge amounts under the extensive use of the remnants of 

destroyed buildings and re-manufactured it again may cause some quality 

control problems, mistakes, deviations  and variation of standard 

specification, the correction of which requires effort and expense. 
 

1.4    Questions of study 

 

We will study four questions of monitoring quality of concrete blocks 

in Gaza strip, which can express as: 

i. Is there a deviation from target line specification ( standard  

specification)?. 

ii. Is there an excessive variability around target line specification 

(standard specification)?. 

iii. How effective are CUSUM and EWMA control models in 

monitoring the quality of concrete blocks ?. 

iv. Does one  model  stand out as being more effective thus should be 

recommended for use in this environment? 
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1.5    Aims of Study 

1. Monitor and evaluate the state of the quality compressive strength  of  

building concrete blocks for some factories to detect if there is a 

deviation from target line specification (standard specification) or if 

there is an excessive variability around it by  using two  important 

statistical  control  models ( CUSUM  and EWMA ) so we  can 

determine   if  these  products  meet local and international  concrete 

construction standard specification. 

2. Demonstrate and compare the effectiveness of  two statistical 
models(CUSUM and EWMA), that may be useful to meet the 

managerôs requirement for monitoring the quality of  concrete blocks in 

the Gaza strip. 

In this case, we will apply to the strength of Building Concrete Blocks  

which  used  more  than  any material in building, roads and general 

construction field. 

1.6    Literature Review 

Monitoring concrete blocks using control models especially CUSUM 

and EWMA control models is not often studied field. Clearly it is important 

that concrete blocks be monitored for change. The author will discuss the 

results of the literature review and the recommendations of a number of 

eminent researchers in this field in more depth over the last years, on 

CUSUM, EWMA and other closely related SPC techniques.  

Statistical quality control has been an active field of research since the 

beginning of the 20thcentury . The application of statistical techniques to 

manufacturing was first developed by physicist Walter A. Shewhart (1891ï

1963) of the Bell Telephone Laboratories. In 1924 he introduces the control 

chart concept in a Bell Laboratories technical memorandum that featured a 
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sketch of modern quality control chart to control and detect assignable 

variation in the process of a production. In 1926ï1927  he published three 

papers on the (Quality Control and Control chart) in the Journal of American 

statistical society, then he used control chart in Bell Telephone Laboratories, 

which is often considered the formal beginning of statistical quality control. 
 

Shewhart continue to develop the idea and in 1931, he published a book 

on statistical quality control (Economic Control of Quality of Manufactured 

Product) outlining statistical methods for use in production and control chart 

methods, published by Van Nostrand in New York. In 1932, he gave lectures 

on statistical methods in production and control charts at the University of 

London.  In 1938, Deming invited Shewhart to present seminars on control 

models at the U.S. Department of Agriculture Graduate School. 
 

From 1942 to 1946, Training courses on statistical quality control are 

given to industry; more than 15 quality societies are formed in North America 

and Industrial Quality Control begins publication. In 1946, The American 

Society for Quality Control (ASQC) is formed as the merger of various 

quality societies. The International Standards Organization (ISO) is founded. 

The Japanese Union of Scientists and Engineers (JUSE) is formed. 
 

Deming begins education of Japanese industrial managers, statistical 

quality control methods begin to be widely taught in Japan. Ishikawa 

introduces the cause-and-effect diagram in 1950.   
 

In 1954, British statistician E. S. Page introduces the cumulative sum 

CUSUM control model, a draw of Cumulative Sum of error of observations. 

In 1959 statistician, Barnard introduced a V-Mask for making the decision 

with CUSUM model and S. Roberts introduces the EWMA control model.  

 



у 
 

Bruyn (1968), tabulated simulation results of Average Run Length 

(ARLôs) for CUSUM procedures with different decision intervals and 

reference values. ARL ï a measure use to asses the performance of the model. 
 

Lucas (1982),  introduced a new control chart, which was a composite 

from shewhart control chart and CUSUM control chart. This chart was 

sensitive to detect small and large changes at the same time. 
 

Montgomery (1985), pointed out that a major disadvantage with any of 

the Shewhart charts was that it only used the information about the process 

contained in the last plotted point and ignored information given by the entire 

sequence of points. The CUSUM and EWMA models are therefore, a better 

alternative to the Shewhart chart since it directly incorporates all the 

information in the sequence of sample values by plotting the cumulative sums 

of the deviations of the sample values from a target value. Therefore the 

decision about the production process for these models are depending on the 

past data as well as the current data. For determining whether the process is 

out of control, a formal decision procedure can be laid down in the form of a 

truncated V-shaped mask popularly known as V-mask proposed by Barnard 

(1959). 
 

Brown (1984), provide the knowledge needed to monitor concrete 

strength by the CUSUM system. Principles of the CUSUM system and 

preparatory work are dealt with. The operation of a CUSUM system to 

monitor concrete strength is then covered. His  publication( Monitoring 

concrete by the CUSUM Method)  deals mainly with monitoring the strength 

of a single grade of concrete (using a single set of materials)by the CUSUM 

system. Combining (or massing) results from several mixes into one CUSUM 

is dealt with briefly. 



ф 
 

Deming (1986), strongly advocated the use of control models CUSUM, 

EWMA, Shewhart charts as effective SPC tools for quality monitoring, but he 

was not in favor of the use of hypothesis testing. His research highlights that 

CUSUM and EWMA charts are more effective than Shewhart charts in 

detecting small and moderate sized sustained shifts in the parameters of the 

probability distribution of a quality characteristic. Though in some cases 

CUSUM and EWMA charts are very useful, they are not meant to replace the 

Shewhart chart which can be used to detect a wider assortment of effects due 

to assignable causes. It is, therefore, frequently recommended that Shewhart 

limits be used in conjunction with CUSUM or EWMA models. 
 

Lucas and succussi (1990), evaluate the properties of an EWMA 

control  scheme used to monitor the mean of a normally distributed process  

that may experience shifts away from the target value. A design  procedure 

for EWMA control schemes is  given. Parameter values not commonly used 

in the literature are shown to be useful for detecting   small shifts in a process. 

In addition, several enhancements to EWMA control schemes are considered. 

These include a fast initial response feature that makes the EWMA control 

scheme more  sensitive to start-up problems, a combined Shewhart  EWMA 

that  provides  protection  against both large and  small shifts  in  a process, 

and a robust EWMA that provides  protection  against occasional  outliers in 

the data that   might otherwise cause an out- of control signal. An extensive  

comparison   reveals  that  EWMA  control  schemes   have  average  run 

length properties similar to those for cumulative sum control schemes. 

Bourke (1991), proposed the Run-Length control model, based on the 

plotting of the number (ARL) of conforming items between successive 

nonconforming items. 
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Hawkins and Olwell (1998), had been studied the steps of CUSUM control 

models to control quality characteristics of output of a process. They stated 

that CUSUM models are the most sensitive SPC models to signal a persistent 

small step change in a parameter. 

 

Apley et al., (1999), worked on SPC techniques based on the 

Generalized Likelihood Ratio Test (GLRT) for detecting and estimating mean 

shifts in autocorrelated processes. As per their observations, sometimes the 

performance of the GLRT models are slightly better than CUSUM, but for 

some cases, either the difference is negligible, or the performance of CUSUM 

is better. 
 

Woodall (2000), worked on SPC methods, particularly control charts, 

which are major tools used for monitoring and improving manufacturing 

processes and service operations. His view was that practitioners need to 

develop a better understanding of how SPC research can improve the use of 

methods in practice.  
 

Steiner et al., (2000), proposed a risk adjusted CUSUM model as 

applicable to the medical profession. This proposed model can be used to 

monitor surgical performance. 
 

Hamada (2003), proposed the use of Beta-content tolerance intervals as 

the basis for control limits and more precisely probability control limits. He 

develops these control limits for the R and s charts, and he provides tables of 

the constants necessary for their construction and use. His constants control 

the probability content in each tail at 0.000135, but the formulas provided 

allow different probability values and potentially different probability 

contents in each tail. A useful benefit of his approach is that nonzero lower 
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control limits arise naturally for the R and s charts, affording an opportunity to 

detect downward shifts in process variability more easily. 
 

Yeh. et al., (2004), proposed two new CUSUM control charts - the 

CUSUM M-chart which is specifically designed for detecting small shifts in 

process mean, and the CUSUM V- chart designed for detecting small changes 

in process variability. A combined CUSUM M and V chart provides a unified 

scheme in the monitoring of the process mean and variability. This is 

particularly useful when there are multiple processes to be monitored, since 

all quality characteristics can be monitored in a single modelΦ 
 

Al Rawy (2004), used characteristic function and applied quality 

control on the birth of premature children.  Rashid (2006), used multivariate 

control chart for two characteristics of cement in Taslujah cement factory in 

Sulaimani. 
 

Sarkar and Dutta (2008), attempt to design and apply a new CUSUM 

procedure for RMC industry which takes care of the risks involved and 

associated with the production of Ready Mixed Concrete (RMC) that become 

a part of the overall project risk management. This new procedure can be 

termed as Risk Adjusted CUSUM (RACUSUM). Theirs paper under the title 

of ( Design and Application of Risk Adjusted Cumulative Sum (RACUSUM) 

for Online Strength Monitoring of Ready Mixed Concrete. 
 

Sherco ( 2008), in his thesis, tested the strength of building Concrete blocks 

and clay building bricks, and use some classical and new control charts, also 

the new suggested Exponential Weighted Bayesian Average control chart 

(EWBA-chart), to know that these products meet standard specification. 
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Gibb and Harrison (2010), in his publication ( Use of control charts in 

the production of concrete ) review various control systems that are currently 

used in the concrete industry and, by the use of  examples, show how the 

principles are applied to control the production of concrete. 

Laungrungrong et al., (2010), studies a series of statistical analysis 

procedures to analyze the compressive strength of concrete. The proposed 

method is based on combining the cumulative sum CUSUM control model 

and a run  chart ( USUM-RUN model ) for early detection of shifts  in the 

process mean. The combined charts address both the consumersô and the 

producersô perspectives. The CUSUM-RUN model can aid the consumer in 

making decisions about accepting or rejecting a strength test. Determine if the 

monitored process is out of control and identify the possible causes for the out 

of control. The CUSUM- RUN model is also beneficial in that it can often 

indicate when the strength of mixture is less than the minimum acceptable 

level very quickly. The delay in detecting an unacceptable  strength  can result 

in more penalties, project delays and increased  associated  costs. 

It is therefore very important to monitor the quality of concrete blocks 

as there is gaining popularity because of high strength of these materials, low 

prices. With the high re-manufactured it again, big demand, lack of consistent 

monitoring tools and lack of studies dealing with statistical quality control 

especially concrete blocks which represented an important vial field, the 

author decided to use CUSUM and EWMA control models which have a long 

history of use as a method to detect deviations from target line specification, 

excessive variability about the target mean strength and out of  control in 

concrete blocks in the Gaza strip as the first attempt in our surroundings. 

The producers (concrete manufacturers) can use these models to 

determine if the monitored process have deviations from target line 

specification, excessive variability about the target mean strength and out of  
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control and  subsequently attempt to identify the  possible causes for the out 

of control situation.  By identifying assignable causes of the out of control 

process, the producers  can  improve  the  manufacturing  process by reducing 

variation, unnecessary waste or over designed concrete mixtures. 

1.7   Scope and Methodology 

The scope of this study covers the use of CUSUM and EWMA 

techniques with commercially available software to monitor the quality of 

concrete blocks in the Gaza strip. However, the findings may be equally as 

applicable to any type of process under statistical control for which the reader 

desires to know if the concrete blocks data is changing. 
 

 For the overall proposed methodology, the author presents an  

approach to monitor the compressive strength of Building Concrete Blocks 

using ( CUSUM and EWMA) control  models and compared the results from 

CUSUM and EWMA analysis of real characteristic  block   compressive   

strength data of Building concrete blocks and detailed information were 

collected Consulting Center For quality and calibration(CCQC)/ Gaza, and 

materials and soil testing laboratory /Engineers Association /the provinces of 

Gaza. 
 

The CUSUM and EWMA control  models  are  chosen  since it has 

been shown that these models are very good at detecting small  but possibly  

detrimental shifts in the process. Montgomery (2009), suggested that in 

general manufacturing process. Either the CUSUM model or exponentially 

weight moving average (EWMA) control model is  more efficient in detecting 

small process shifts (1.5 or less) in comparison to Shewart control models 

which is the eventual goal of SPC.   
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The CUSUM and EWMA models often behave similarly in  practice, 

although different weight functions can be applied to current and recent past 

data values. The  CUSUM  method  applies  a constant   weight factor to the 

entire historical set of data and, the central line does not represent a constant  

mean  value  but  is a zero  line  for  the  assessment of the trend in the results. 

In the EWMA  there  is an exponential weight factor applied to the data  

giving current  or  recent, past  observations more weight than older  values. 

The CUSUM  and  EWMA will be explored to determine the best   

conditions for monitoring  concrete  block  strength. The  performance  of the 

CUSUM model and EWMA model is compared to determine  which model is 

the useful, sensitive ( able to detect change) and adequate in identifying 

changes or shifts in the production process, reduce unnecessary process 

adjustment, indicates when  action should be taken to increase the probability 

of meeting the specification or to  reduce  the materials  cost of the concrete 

blocks and then reduce error in decision making. 

Minitab version 16 is used in the analysis, that is available for free via 

the Internet. This program are available to most users who might wish to 

explore the techniques used in this study. In summary, the methodology 

consisted of monitoring and evaluating the strength concrete blocks in Gaza 

strip also examining the effectiveness of the CUSUM and EWMA techniques 

in regards to their ability to detect changes in concrete blocks data of 

international, Palestine and Local specification standard. The findings could 

be of value to any reader who desires to monitor any process. 
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1.8    Data Description and software of Analysis 

The characteristic block compressive strength of Building Concrete 

Blocks  and detailed information were collected from  

1. Consulting Center For quality and calibration(CCQC) / Gaza. 

2. Materials and soil testing laboratory /Engineers Association /the provinces 

of Gaza. 

Minitab version 16 and Excel 2007 were used in the analysis. 

1.9    Organization of the Study 
 

An introduction, some concepts related to quality control, and a 

literature review about the brief history of quality control are presented in 

chapter one. 
 

Chapter two presents the principles of statistical process control and the work 

done in the literature on control models. 
 

Chapter three construct a conceptional framework and theoretical study  of 

Cumulative Sum (CUSUM) model of quality control. 
 

Chapter four construct a conceptional framework and theoretical study  of and 

Exponential Weight Moving Average (EWMA) model  of quality control. 
 

Chapter five contains a concrete blocks overview, flow of data and parts of 

the concrete blocks and an  application of CUSUM and EWMA control 

models on real data. in  addition, we  will present a comparison  between it to 

help us to obtain a good result in decision-making about the production 

process.  

Finally, conclusion, and recommendations are presented in chapter six. 
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#ÈÁÐÔÅÒ ς      

Principles Of Statistical  

Process Control 
2.1    Introduction 

 

If a product is to meet or exceed customer expectations, generally it 

should be produced by a process that is stable or repeatable. More precisely, 

the process must be capable of operating with little variability around the 

target or nominal dimensions of the productôs quality characteristics. SPC is a 

powerful collection of problem-solving tools useful in achieving process 

stability and improving capability through the reduction of variability. It uses 

many tools in order to achieve this goal, There are seven major tools are : 

          1. Histogram or stem-and-leaf plot 

          2. Check sheet 

          3. Pareto model 

          4. Cause-and-effect diagram 

          5. Defect concentration diagram 

          6. Scatter diagram 

          7. Control model 

These tools are used in various fields, such as industry, medicine, 

environment, chemical analysis, economics and traffic management. Recently 

it has been found that statistical process control can be applied to technical 

trading in financial markets. Statistical quality control techniques are also 

applied to analysis of time series and change-point problems. 
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Of the seven tools, Control models are the simplest type of on-line 

statistical process control procedure. The need of monitoring specific 

processes led to its great development and improvement, and the Shewhart 

control model is probably the most technically sophisticated. It was developed 

in the 1920s by Walter A. Shewhart of the Bell Telephone Laboratories. To 

understand the statistical concepts that form the basis of SPC, we must first 

describe some principles of theory of control. 

 

2.2    Traditional Statistical Process Control 
 
  

Statistical Process Control (SPC) refers to a collection of statistical 

techniques and methods that have been found to be particularly useful in 

ensuring the consistent production of high quality products and, consequently, 

in obtaining significant economic advantages. These have been the major 

motivations for the extensive use and development of SPC methods during 

the past decades. 
 

Statistical techniques for quality control, process improvement and 

sampling inspection trace their origins back to the early 1920's. In May 1924, 

Walter A. Shewhart of Bell Telephone Laboratories introduced the concept of 

the control model, whilst seven years later in 1931, the initial theory of 

statistical quality control was developed (Shewhart, 1931). Work by him and 

others, including W. E. Deming, G. Tagushi, K. Ishikawa, J.M. Juran, G. E. P. 

Box, E.S. Page, S. Roberts, D. C. Montgomery, further refined and advanced 

the use of statistical quality and process control over the next seventy years. 

Traditional statistical quality and process control techniques reflect the nature 

of the discrete-event type of operations of the manufacturing industries, for 

which the techniques were initially developed. However, examination of these 
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methods has shown that they can also be successfully applied to operations 

found in the process industries. 
 

The primary objective of SPC is to control a process in a desired state 

with respect to a particular product specification (Chen, 1996). As a result, 

SPC tries to maintain the quality characteristics of products generated by a 

process, as close as possible to their desired target values by controlling and 

monitoring the performance of the process over time. 
 

2.3    Statistical Quality Control and Statistical Process Control 
 

 
Statistical Process Control (SPC) makes use of Statistical Quality Control 

(SQC) modeling techniques, which have been well documented in traditional 

quality control textbooks (Juran, 1979; Ishikawa, 1986; Oakland and 

Followell, 1990; Banks, 1989; Wetherill and Brown, 1991; Montgomery, 

1996). In the past, SQC encompassed both SQC and SPC, however, today 

there is a difference in the definition of these two terms, as a consequence of 

their underlying assumptions and philosophies (Alsup and Watson, 1993). 

 

 In SQC, the quality of the product is assured by ensuring that the process 

is operating properly. On the other hand, SPC works under the assumption 

that if a process is operating properly, it will produce consistently high quality 

products. As a result, deviations from intended process operation will be 

responsible for products of poor quality. It can be seen that, both SPC and 

SQC act indirectly on the process, share the same tools and have the same 

objective, namely, quality improvement. However, SQC involves the 

application of a statistical methodology to the end product and it is associated 

with the product and its variations in quality, whilst SPC involves the 

application of a statistical methodology to the process parameters and it is 

associated with the process and focuses on process variability.( Dipl, 1998). 
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2.4  Sources of Process Variability - Chance and Assignable 

Causes of Quality Variation 
 

There are two kinds of causes of quality control variation : 

2.4.1   Chance Causes 
 

In any production process, regardless of how well designed or carefully 

maintained it is, a certain amount of inherent or natural variability will always 

exist. This natural variability is the cumulative effect of many small, 

essentially unavoidable causes. In the framework of statistical quality control, 

this natural variability is often called a chance causes.  

A process that is operating with only chance causes of variation present is 

said to be in control. Therefore, both the mean and standard deviation of the 

process are at their in-control values(say, Õ0 and ů0). 
 

2.4.2   Assignable Causes 
 

Other kinds of variability may occasionally be present in the output of a 

process. This variability usually arises from three sources: improperly 

adjusted or controlled machines, operator errors, or defective raw material. 

We refer to these sources of variability that are not part of the chance cause 

pattern as assignable causes of variation. 

A process that is operating in the presence of assignable causes is said to be 

an out of control process. therefore, both the mean and standard deviation of 

the process or one of them take on out-of control values( Montgomery, 2009). 
 

Processes will often operate in the in control state for relatively long periods. 

However, no process is truly stable forever, and eventually, assignable causes 

will occur, so a statistical process control will be need to detect the assignable 

causes shifts so that investigation of the process and corrective action may be 

undertaken before many nonconforming units are manufactured. 
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2.5    SPC  Methodology 
 

The behavior of a process in a state of statistical control can be 

described by a statistical model by means of process average level and 

process spread. The model is built from data obtained when the process was 

operating well and only chance variation was present. SPC techniques 

monitor the performance of a process over time in order to verify that it 

remains in a state of statistical control. The occurrence of unusual events or 

disturbances can then be detected through the statistical analysis of the 

process variation, which involves the use of a statistical hypothesis testing 

procedure. This procedure is implemented by referencing the measured 

process behavior, as described by data regularly collected during process 

operation, against the in-control model and its statistical properties. Having 

detected unusual events, SPC methods can then assist process operators in 

finding the assignable causes by investigating the process. Consequently, 

improvements in both the process and the quality of the products can be 

achieved by undertaking appropriate corrective actions that eliminate the 

causes before non-conforming product is produced. It can be seen that, the 

eventual goal of SPC is the elimination of all assignable causes of variation in 

the process, as stated by Montgomery (2009). SPC can be considered as an 

activity designed to bring about process control and stability through the 

appropriate collection, analysis, interpretation and modeling of numerical 

data. Furthermore, it is a philosophy of never ending quality improvement 

rather than a simple collection of statistical techniques and methods (Caulcutt, 

1995). 
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2.6    Statistical Basis of the Control Plot 
 

In this section we will explain the statistical basis of the Shewhart 

control model. 
 

2.6.1   Basic Principles 
 

The control plot is a graphical display of a quality characteristic that has 

been measured or computed from a sample such as a subgroup mean, 

individual observation, or weighted statistic, is plotted versus the sample 

number or time. The plot contains : 

 

a. Center Line that represents the average value of the quality 
characteristic- being plotted for the time being modeled- corresponding 

to the in-control state. (That is, only chance causes are present).  

 

b. Upper Control Limit (UCL) and the Lower Control Limit (LCL), are  
drawn on the plot, by default, 3ů above and below the center line. 

These control limits are chosen so that if the process is in control, 

nearly most of the points fall within the bounds of the control limits, 

and the points do not display any nonrandom pattern. 

 

2.6.2    Structure of A Control Plot 

 

It is customary to connect the sample points on the control model with 

straight-line segments, so that it is easier to visualize how the sequence of 

points has evolved over time. A structure of a control plot is shown in  this 

(Fig 2.1). 
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Fig 2.1. A structure of a control plot 

 

2.6.3   Interpretation of control Plot 

 

As long as the points plotted within the control limits and have a 

random pattern, the process is assumed to be in control, and no action is 

necessary. However, a point that plots outside of the control limits and if they 

behave in a systematic or nonrandom manner, interpreted as evidence that the 

process is out of control, and investigation and corrective action are required 

to find and eliminate the assignable cause or causes responsible for this 

behavior. Note that we may be interested here in determining both whether 

the past data came from a process that was in control and whether future 

samples from this process indicate statistical control. 
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2.6.4   General Model 
 

The most common type of control model is that proposed by  Shewhart 

in 1926. All control models that are developed according to the general theory 

and principles proposed by Shewhart, are called Shewhart-type models. 
 

Suppose that, a statistic w, which measures a characteristic of interest, 

is calculated for individual groups of samples randomly collected from a 

process, and that ɛw and ůw denote the population mean and the population 

standard deviation of the statistic, respectively. A group of random process 

samples is called a rational subgroup.  

The values of the statistic of each rational subgroup can then be plotted 

against the subgroup number i. The control limits are then located at a 

distance from the population mean of the statistic (ɛ) that is L times the 

population standard deviation of the statistic (ů). This can be expressed 

mathematically as: 

 UCL= w wLm s+   

 Center line = wm  (2.1) 

 LCL= w wLm s-   

 

Where L is the ñdistanceò of the control limits from the center line, expressed 

in standard deviation units. The value of factor L is selected so that 100(1- 

Ŭ)% of the values of the statistic lie within the control region for a specific 

value of Ŭ, the probability of type I error.  

 

Shewhart also suggested 3-sigma control limits as action limits and sample 

sizes of four or five, leaving the interval between successive subgroups to be 

determined by the practitioner. (Chou, 2001). 
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2.7    Average Run Length (ARL) 
 
 
In designing a control model, it  must specify the sample size. In 

general, larger samples will make it easier to detect small shifts in the process.   

When choosing the sample size, we must keep in mind the size of the shift 

that we are trying to detect. If the process shift is relatively large, then we use 

smaller sample sizes than those that would be employed if the shift of interest 

were relatively small. Another way to evaluate the decisions regarding sample 

size and sampling frequency is through the ARL of the control model. 
 

One of the most important properties associated with any SPC model is 

the ARL. Essentially, the number of  sampling instances before the control 

model signals is called the run length. 
 

Montgomery, (2009) indicates that ARL is the average number of 

points that must be plotted before a point indicated an out of control 

condition. The efficiency of a control model depends on the distribution of the  

run length L.  
 

The most common and simplest efficiency criterion is to consider the 

ARL, which is the expected value of the run length distribution. It is desirable 

that the ARL of a model be large if the process is in control and be small if 

the process is out of control (Chou et al, 2004). 

 

The false alarm rate is the probability that the control model gives an out of 

control signal when in fact the process is in control. 

 

Most control models are distribution-based procedures in the sense that 

the observations made on the process output are assumed to follow a specified 

probability control models.  
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Amin et al., (1995), found a pronounced difference in the values of the 

in-control ARL of the Shewhart X-bar model under various distributions. 

Assuming a known standard deviation and a sample size of n=10, they found 

the exact values of the in-control ARLs of the traditional (one-sided) 3 Xs

Shewhart X-bar to be:  

1068.7 under a uniform distribution,  

740.8 under a normal distribution,  

441.9 under a double exponential distribution,  

and 11.7 under a Cauchy distribution.  

 

This implies that for heavy-tailed underlying distributions, false alarms 

will occur much more frequently than expected when the process is operating 

in-control. For example, when the process has a Cauchy distribution, the in-

control ARL will only be 11.7, which entails almost 63 times as many false 

alarms as the anticipated ARL value of 740.8 associated with the traditional3

Xs Shewhart control limits. (Bakir, 2004). 

 

Traditionally, when the issue on designing control model is discussed, 

one usually assumes the measurements in each sampled subgroup are 

normally distributed; therefore, the sample mean X is also normally 

distributed. (Chou et al., 2004). 
 

Montgomery (2009), obtained that if the process observations are 

uncorrelated, then for any Shewhart control model, In-control average run 

length ARL, out-of-control ARL and average time to signal (ATS) were 

evaluated for Ŭ=0.01. These values were computed by equation (2.2), (2.3) 

and (2.4).  
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 In-control ARL=
1
a

 (2.2) 

 Out-of-control ARL=
1

1 b-  (2.3) 

 
 

ATS=ARL*h 
(2.4) 
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Where  

Ŭ is the probability of making type I error,  

ɓ is the probability of making type II error,  

h is time,  

ū is the cumulative distribution function and  

ɛ0 is the mean in the in-control case. 
 

The count of the run length is initiated at the beginning of a production 

run or at the first observation after an out of control signal has occurred. 

When the process is in-control, the average run length should be long but is 

not infinite because there is a probability Ŭ of a point being outside the limits 

even when the process is in control. This is referred to as a false alarm and 

this in-control ARL is called ARL0. 
 

When the process is out of control, the average run length should be 

short since this is a correct alarm. This out of control ARL is called ARL1. 

ARL1 is also average run length, but the difference is that there is a signal. In 

other words, ARL1 could be called the average detection time because the run 

length in this situation is the time to detect a signal. 
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2.8    Constructing Control Models 
 

There are two distinct phases in constructing control models, (Alt, 

1985). The first stage (Phase I) involves testing whether the process was in 

control when the initial individual data were collected, and establishing 

appropriate control limits for monitoring purposes in the second stage (Phase 

II), in order to identify departures from the process standards, when future 

data is collected and monitored. 

 

In the design and construction of a control model, there are many 

important issues including both the sensitivity and the ability of the control 

models to perform their tasks. The most important issues are these of sample 

size and frequency of sampling. One approach to making a decision on these 

issues is through the ARL of the control model. The ARL is the average 

number of points of the sample statistic that must be plotted before a point 

indicates the occurrence of an out of control signal. 

 

2.9    Choice of Control Limits 
 

Specifying the control limits is one of the critical decisions that must be 

made in designing stage (Phase I) of a control model. Control limits are 

usually determined for the statistic being monitored and they define the 

boundary between the acceptance and the rejection region. 

 

The region on the control model that the control limits mark out is called the 

control region. By moving the control limits farther from the center line, the 

control region becomes wider,  and then we decrease the risk of a type I error 

that is, (the risk of a point falling beyond the control limits, indicating an out 

of control condition when no assignable cause is present). However, widening 
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the control limits will also increase the risk of a type II error that is,( the risk 

of a point falling between the control limits when the process is really out of 

control). 

 

If we move the control limits closer to the center line, the opposite effect is 

obtained: The risk of type I error is increased, while the risk of type II error is 

decreased (Montgomery,2009). 

 

Usually, there are two control limits, namely, the warning and the 

action limits. Warning limits correspond to a 0.05 probability of type I error 

and provide an indication that the process may not be operating properly. 

Action limits corresponding to 0.01 probability of type I error, detect the 

occurrence of an unusual event, which may require corrective action to be 

taken. (Dipl, 1998). 
 

The control limits usually are set at three-sigma control limits ( Ñ3s ) 

from the centerline. 

 (UCL, LCL) = T Ñ3s (2.5) 

where: 

T = target value (centerline) 

s= standard deviation 

 In general, they use 3ů for the distance so that  

 

1. the probability of a type I error equal 0.0027. That is, an incorrect out-

of-control signal or false alarm will be generated in only 27 out of 

10,000 points. 

2. The control limit gives an average run length (ARL) of 370 if the 

process observations are uncorrelated and have normal distribution.  
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Since the ARL can be calculated by ARL= 1/a , where a  is the 

probability that any point exceeds the control limits of in control status. To 

illustrate, for the Shewhart model with three-sigma limits, 

p = Pr(˚X - Õ˚> 3ů ) = 0.0027 is the probability that a single point falls outside 

the limits when the process is in control, where X follows normal distribution 

with mean Õ and standard deviation ů . Therefore, the average run length of 

the Shewhart model when the process is in control is  

 

1 1 370
0.0027

A RL
p

= = =  

NOTE 

 

It should be noted that the choice three standard deviations (three-

sigma control limits) is an economic choice aims to balance the probabilistic 

of a type I error and a type II error, and of course, we can choose other values 

for (L) to prepare the control model as using (L=3.09) in British organization, 

also, It can be determined the probability of a type I error which determine the 

value of (L) automatically. 

 

2.10     Statistically Designed Control Models 
 

 
Statistically designed control models are those in which control limits 

(which determine the Type I error probability, Ŭ) and power are preselected. 

These then determine the sample size and, if the average time to signal is 

specified, the sampling interval (Woodall,1985). Saniga (1989),  incorporated 

the concept of statistical considerations into the economic design of the 

control models and then presented the `economic statistical designô of the 

joint X and R models for normal data. 
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2.11    Types of Control Models 
 

Control models may be classified into two general types: 

 

2.11.1   Variables Control Models 

 

If the quality characteristic can be measured and expressed as a number 

on some continuous scale of measurement, it is usually called a variable. In 

such cases, it is convenient to describe the quality characteristic with a 

measure of central tendency and a measure of variability. Control models for 

central tendency and variability are collectively called variables control 

models. This model is the most widely used model for controlling central 

tendency, whereas models based on either the sample range or the sample 

standard deviation are used to control process variability. 

 

2.11.2    Attributes Control Models 

 

Many quality characteristics are not measured on a continuous scale or 

even a quantitative scale. In these cases, we may judge each unit of product as 

either conforming or nonconforming on the basis of whether or not it 

possesses certain attributes, or we may count the number of nonconformities 

(defects) appearing on a unit of product. Control models for such quality 

characteristics are called attributes control models. For instance, products may 

be compared against a standard and classified as either being defective or not. 

Products may also be classified by their number of defects (Ciflikli, 2006). 
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Remarks 

 

The most important use of a control model is to improve the process. 

Montgomery 2009 has found that : 

1. Most processes do not operate in a state of statistical control.  

2.The routine and attentive use of control models will identify assignable 

causes. If these causes can be eliminated from the process, variability will be 

reduced and the process will be improved. 

3.The control model will only detect assignable causes. Management, 

operator, and engineering action will usually be necessary to eliminate the 

assignable causes. 

 

In identifying and eliminating assignable causes, it is important to find 

the root cause of the problem and to attack it. A cosmetic solution will not 

result in any real, long-term process improvement. Developing an effective 

system for corrective action is an essential component of an effective SPC 

implementation. 

 

2.12    Variable Quality Control Models 
 

Control models for variables are used extensively. many quality 

characteristics can be expressed in terms of a numerical measurement.  

Examples include dimensions such as length or width, temperature, and 

volume. A single measurable quality characteristic, such as a dimension, 

weight, or volume, is called a variable. 

  

When dealing with a quality characteristic that is a variable, it is usually 

necessary to monitor both the mean value of the quality characteristic and its 

variability. variables Control models have two types : 
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i. Shewhart variable quality control models, which  divided in 

1. X - model (Meanïmodel) 

2. R-model (Rangeïmodel) 

3. s-model (Standard deviation model) 

 

ii. Non-Shewhart variable quality control models, which  we will 

discuss in this study. 

 

2.13    Shewhart Control Models 
 

The most commonly used form of control model is named after Walter 

A. Shewhart (1891-1967), who invented it in 1924 and used it as the basis for 

laying the foundation of modern quality control in his seminal 1931 book, 

Economic Control of Quality of Manufactured Product (Shewhart, 1931). 

The basic idea advocated by Shewhart is that there are switches in time that 

transfer the generating process into a distribution not typical of the dominant 

distribution. These switches manifest themselves into different average 

product measurements and variances. 
 

Figure 2.2 shows the in-control and out-of control states for a process. 

If a product is to meet customer requirements, it should be produced by a 

process that is stable or repeatable. More precisely, the process must be 

capable of operating with little variability from the target or nominal 

dimensions of the productôs quality characteristics. Such a process is 

considered to be in control. A process with a shift in mean and/or variance 

shift is considered out of control; such a process is a quality problem and 

eventually produces defective products that are useless. In the case of a 

process with normal distribution, if we set the control limit to the 3-ů level, 

the probability of an in-control limit is 99.7 %. 
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Fig 2.2.The in-control and out-of-control states for a process. 

 

Since 1924 when Dr. Shewhart presented the first control model, 

various control model techniques have been developed and widely applied as 

a primary tool in statistical process control. A survey by (Saniga and Shirland, 

1977) indicated that the control model for averages (or the X model) 

dominates the use of any other control model technique if quality is measured 

on a continuous scale (Chou, 2001). 

 

ShewhartX and R models are widely used to detect assignable special 

cause variability. Fig 2.3 shows an example of anX model. An Upper Control 

Limit (UCL) and Lower Control Limit (LCL) bound the Center Line (CL). 

The Center Line represents the true in control mean of the process and the 

UCL and LCL are positioned three standard errors above and below the CL, 

respectively. 
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Fig 2.3. ShewhartX plot from Hawkins and Olwell, 1997 

The X model monitors the mean and a similar model called an R 

model monitors the range of the sample readings. As long as the readings 

remain randomly within the range between the LCL and UCL, the process is 

considered within control. 
 

The Shewart model has a beautiful simplicity to it. It may also be as 

valuable for what it prevents as for what it motivates. As long as the points 

plot inside the control limits, no action is taken to alter the process. This rule 

can stop much unproductive tinkering that could take a process from a good 

state into a bad one. The control limits are placed sufficiently far from the 

center line that very few samples should plot outside them if the process 

remains in its in control distribution. This means that when the control model 

does give a signal, it should be taken very seriously. These attractions of the 

Shewhart model should not blind one to a serious limitation. It has no 

memory, and so although it is very effective for detecting isolated special 

causes that lead to large shifts in the data, it is not very effective in detecting 

more moderate shifts, even if these more moderate shifts persist. (Hawkins 

&Olwell, 1997) 


