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Abstract

The first order reliability method (FORM) has been widely used in probabilistic modelling of groundwater problems. The FORM
approach requires an iterative optimization procedure to find out the system failure point (the most probable point).

The advantages of this approach are that it does not require many computations in comparison with other methods when applied to
simple problems, and it produces reasonably accurate results. However, it has been found that the computations of FORM can equal or
exceed that of other methods in case of large number of variables.

In this paper, a new implementation of FORM was proposed with more efficiency and accuracy than the traditional FORM method.
In the proposed approach, automatic differentiation is used to obtain the gradient vector of the limit state function, which is required by
FORM, instead of using finite difference estimation. This way, the first order derivative was obtained with a very good accuracy, and
with less computational effort. Based on the obtained results, it is found that the proposed implementation of FORM is a very good

tool for probabilistic risk assessment and uncertainty analysis in groundwater problems.

© 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

Contaminant transport modelling is an important tool
for any management or remediation scheme of groundwa-
ter aquifers. Because of increase in groundwater pollution
load resulted from industrial, and agricultural stresses on
water resources, such a remediation action is essential.
Numerical modelling of groundwater contamination is a
powerful tool and can be relied on; however, groundwater
modelling is not an easy task. To build a predictive model,
and to get reliable results, input data should be accurate
and representative of the real situation in the field. Because
of heterogeneity of the aquifers and uncertainties in model
input data, including chemical, physical and hydrogeolog-
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ical parameters, modelling process turns into a complicated
task. In addition, mathematical modelling implies many
assumptions and estimations, which increase the uncer-
tainty of the model output. To eliminate this problem,
many data are needed with as much accuracy as possible.
Since there are different sources of uncertainty related with
groundwater modelling, it is so difficult, if not impossible,
to collect all the required data with a high degree of accu-
racy. As a result, the output of numerical modelling of
groundwater pollution has always a certain degree of
uncertainty.

Several methods of uncertainty analysis in groundwater
modelling can be found in the literature. Among these
methods, the most familiar one is the Monte Carlo simula-
tion (MCS) [34]. Monte Carlo simulation has been used as
a probabilistic uncertainty propagation technique in differ-
ent environmental problems, and uncertainty analysis (e.g.
[20,28]). The advantages of MCS are that it is easy to
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implement, and requires few data. However, MCS requires
a huge number of computations to get reliable results. For
events with low probability of occurrence, or for contami-
nant transport problems with a huge number of variables,
MCS becomes inefficient. The number of samples required
to estimate event probability p is in the order of 100/p to
get a coeflicient of variation of the estimate of 0.10 [6].
For instance, to estimate an event with a probability of
0.001 using MCS, some 100,000 runs are needed. The prob-
lem is rather difficult in the case of complex groundwater
problems with too many variables. Therefore, it is not effi-
cient to use MCS in real groundwater problems since they
have always a large number of variables.

The method of first order second moment (FOSM) is
another method used in uncertainty analysis. This method
has been used in different groundwater modelling and
uncertainty problems (e.g. [8,21]). Although FOSM does
not require too many number of runs, but its accuracy is
poor especially with low probability events.

The first order reliability method (FORM) was recently
used in groundwater modelling to account for uncertainty
in input parameters. However, application of FORM in its
current form implies optimisation procedure that requires
gradient evaluation, and thus, the uncertainties of the
obtained results may increase. Some studies have used
FORM in reliability and risk analysis of groundwater
problems [12-14]. All these studies, however, have applied
FORM with theoretical examples and the obtained results
were not validated or compared with other methods.

In this study, a new implementation of FORM was pro-
posed to increase its accuracy. Results of the proposed
method were checked against results from other methods.

2. Theory of reliability analysis

Deterministic models are usually used to solve ground-
water and contaminant transport problems. These models
assume that all the input parameters are known in time
and space, and consequently, a deterministic value for each
parameter can be assigned. However, this assumption is
not true because of heterogeneity of hydrogeological
parameters. Therefore, deterministic modelling might
result in poor output, and thus, the objectives of numerical
modelling cannot be achieved. The reliability of the system
(Ps) is defined as the probability of non-failure in which the
resistance of the system (R) exceeds the load (L). System
resistance and load have different meanings according to
the problem of concern. In hydrogeology, system failure
occurs when the stresses on the aquifer, which can be pol-
lution load or groundwater discharge, exceed the system
resistance. Resistance of the system in this context means
the aquifer can be exposed to the stresses without damage
or deterioration. If R and L were expressed in stochastic
format, the probability of non-failure Ps can be obtained
as follows:

P, =P(Ls — Ry) (1)

where P is the probability, L, and R are the load and resis-
tance of the system in stochastic form, respectively. Simi-
larly, the probability of failure Pf is the compliment of
the reliability, which can be expressed as

Pr=P(Ly>R,) =1 — P, 2)

Input variables for any hydrogeological system are com-
posed of different parameters. These parameters are classi-
fied into two categories: certain and uncertain parameters.
For example, groundwater discharge from a certain well
can be precisely known and considered as a certain param-
eter. In contrary to well discharge, the hydraulic conductiv-
ity of the aquifer cannot be known because of
heterogeneity of the aquifer, and therefore, can be consid-
ered as uncertain parameter or random variable. The ran-
dom variables of the system can be presented in the form
of random vector X = (x1,x5,...,X,). The limit state func-
tion (sometimes called the performance function) is a scalar
function of the input variables, and it defines the failure do-
main as shown in Fig. 1. In a case of a groundwater flow
problem, the limit state function G(X) represents the model
output (the value of groundwater head at a certain time
and a certain location). The limit state function is formu-
lated such that {x: G(X) =0}, represents the limit state
surface. The G-function is expressed with the convention
that if G(xy,x5,...,x,) >0, the component survives,
whereas if G(x,x,...,x,) <0, the component fails. Thus,
the space of the physical random variables is divided into
two domains: safe, and failure domain. The probability
of failure is given by

pr = plGX) < 0] = /

G(X)<0

Jx(X)dx 3)
where f,(X) is the joint probability density function of the
random variables X = (xy,x»,...,x,). Because of the diffi-

culties involved in solving the probability function, proba-
bilistic methods were developed to solve (3).

Failure Domain

MPP
Safe domain

G(X)=0

»

VXI

Fig. 1. Limit state function and reliability index.
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Almost all methods of reliability analysis have been
derived from that one, which is called first order second
moment (FOSM). FOSM method uses the first terms of a
Taylor series expansion of the performance function to
approximate the mean value and the variance of the func-
tion [27]. The method is called second moment because it is
the highest order term used in FOSM [4]. In all reliability
methods, the intended goal is to find out the reliability
index (), as shown in Fig. 1. This index can be used as a
measure of comparative reliability, and it is computed as
follows:

(3

where ug is the mean of the limit state function and og is
the standard deviation of the limit state function.

The reliability (or the probability of non-failure) can be
computed as follows:

Py = o(p) (5)

where @ is the standard normal cumulative distribution
function.

3. First order reliability method (FORM)

The idea of the first order reliability method (FORM)
was introduced in the early 70s in structural engineering
by Hasofer and Lind [15] as alternative to MCS method.
The FORM method of Hasofer and Lind was developed
later by Rackwitz and Fiessler [30]. It was used to assess
the risk of low probability events in structural engineering
[9]. The method was recently used in hydrological engineer-
ing and risk assessment of groundwater pollution [14,31].

The method of Hasofer—Lind and Rackwitz—Fiessler is
referred to as HL-RF approach, and it depends on the lin-
ear approximation of the performance function at a point
on the limit state, which is called the design point or the
most probable point MPP. HL-RF approach assumes the
existence of the critical level of the system performance,
which divides the parameters of the system domain into

Random Variables

two parts: the acceptable or safe domain and the unaccept-
able or failure domain (Fig. 1).

The optimisation approach of HL-RF depends on the
linearization of the limit state function at the closest point
to the origin in the standard normal space as illustrated in
Fig. 2. Therefore, the first step in FORM is to transform
input variables from the physical space (X) to the standard
normal space (U) depending on the probability distribution
of each random variable. Transformation approach from
physical space X to standard normal space U was devel-
oped by Liu and Der Kiureghian [22]. Based on their trans-
formation approach, the non-normal random variables
X = (x1,Xx2,...,X,) can be transformed to the correspond-
ing normal standard variables U= (u,u,,...,u,) as
follows:

Z: = o '[F(x;)] (6)

where Z; is the equivalent standard normal random vari-
able; F(x;) is the cumulative distribution function (CDF)
of a random variable x; and & ( -) is the inverse of the stan-
dard normal distribution function.

At the failure point (or MPP), two constraints should be
satisfied:

1. Minimisation of the distance from the origin to the tan-
gent of the limit state surface: min|U].

2. The MPP should be located at the limit state surface;
that is: G(U) = 0.

The optimisation procedure is used to find the shortest
distance from the origin to the limit state surface (Fig. 2).
This distance represents the reliability index . As f
decreases, the probability of non-failure &(p) decreases
and the complement probability (1 — @(p)) increases.
Therefore, the closest point on the limit state surface to
the origin is that one with the highest probability of failure.
The HL-RF approach can now be summarised as follows:

(1) Starting with an initial arbitrary value of random
variables vector X = (xy,x»,...,X,) to start FORM itera-
tions. (Usually the initial value is the vector of the mean
values of random variables.)

Standard Normal Variables

X=[X1,0.. Xn]" Eaih}fe U=[u,..sty]"
GX)=0 Failure Surfacl:le eglon G(U)=0
= - 1
Xig G(U)=0
Mean vil MPP
§an E - FORM
point
" Uz

Fig. 2. HL-RF approach.
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(2) Transformation of statistical descriptors (mean and
standard deviation) of all input random variables
X = (x1,X2,...,X,) to their equivalent standard normal
descriptors as follows:

My =X — 0, @ [F(x,)] (7)
(@ F @)
Xi f'(xi) (8)

where ,ug and ag are the mean and standard deviation of a
random parameter x; in the standard normal space respec-
tively. f{(x,) is the probability density function of the param-
eter x;, and g,, is the standard deviation of the parameter in
the physical space.

(3) Evaluation of the partial derivative of the system
output with respect to input random variables at the cur-
rent iteration as follows:

Vm@”:@ggwdam]

oG )])

ox, 77 o,

©)

where 7 is the number of random variables.

(4) Evaluation of the performance function and the
associated gradient at the current point.

(5) Moving to the new point according to the following
equation:

Xon = 1) + C(X), VIG(X)],
X, — i)' * VIGX)], — GIX),
V[G(X)], * C(X), * VIG(X)]

n

(10)

n

where X, is the vector of random variable at iteration
n+ 1 in the normal space; X, is the vector of random var-
iable at iteration 7 in the normal space; uy is the vector of
mean values of the random variables in the normal space at
iteration n; C(X) is the correlation matrix of random vari-
ables in the normal space; V[G(X)], is the gradient vector of
the limit state function at iteration n with respect to each
random variable; V[G(X)]! is the transpose of V[G(X)],.
(6) Check the required accuracy as follows:

X — X, < & (11)

where ¢ is the tolerance value (maximum permissible error);
X,, is the vector of random variables at iteration n; X, is
the vector of random variables at iteration n + 1.

If the condition in (11) is satisfied, proceed to the next
step, otherwise repeat steps from 2 to 6.

(7) The solution should be revised based on the new
value of X.

(8) Calculation of the safety index f can be done as
follows:

VG
1= migoon) ¢ 1

where X* is the vector of random variables at the design
point (most probable point), and t indicates the transpose
of the matrix.

One advantage of FORM is that the sensitivity informa-
tion of the random variables can be obtained without any
extra computations. Unlike the mean value method,
FORM expands the solution around the most probable
point, which is not necessarily the mean value point [24].
However, it was found that FORM procedure in its current
form requires many computations especially with compli-
cated contaminant transport problems that contain thou-
sands of nodes. Although the FORM approach is
efficient and advantageous when used with simple prob-
lems, compared with MCS, it is found that FORM requires
more computational effort than MCS [32,33]. As a result,
FORM method with its current implementation is not effi-
cient to be used in complicated groundwater and contami-
nant transport problems.

4. Alternative implementation of FORM

The HL-RF optimisation procedure requires calculat-
ing of the gradient vector at each iteration. There are differ-
ent methods to obtain gradient of the functions. These
methods can be summarised as follows:

e Manual: This can be done by hand using fundamental
calculus rules. Manual differentiation, however, requires
a huge effort and the output accuracy is questionable.

o Finite difference: The method of finite difference is very
common and has been widely used. It depends on esti-
mation of the first derivative by finite difference. The
accuracy of the method is highly dependent on the com-
plexity of the function of concern and the increment of
the difference.

o Automatic differentiation: Automatic differentiation
relies on the fact that any mathematical function,
regardless to its complexity, is executed on the computer
as a series of elementary operation. By applying chain
rule on the function repeatedly to the composition of
those elementary operations, the derivative of the func-
tion can be then computed in a mathematical way.

Automatic differentiation is a good alternative for eval-
uating the gradient vector instead of using the crude finite
difference method or manual method. The advantages of
automatic differentiation are that it is easy to implement
and does not require any knowledge of the original code
contents. The accuracy of automatic differentiation is up
to machine precision since it does not imply any cancella-
tion, truncation or estimation. In terms of time require-
ments, it is also superior when compared to other
differentiation methods.

4.1. Automatic differentiation of FORTRAN (ADIFOR)

Derivatives of functions are used very often for different
purposes such as sensitivity analysis, optimisation prob-
lems, inverse modelling, etc. If the function is simple, the
derivative of the function can be obtained analytically
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using calculus rules. However, in case of large applications
and complex functions like large computer codes, it is very
complicated to obtain the derivative analytically. There-
fore, other methods have been used to obtain the derivative
of the complex functions. The most familiar method used
for derivative estimation is the finite difference method.
This method suffers from poor accuracy and its result is
highly dependent on the increment value of the finite differ-
ence. In addition, the method is slow and requires solving
the function many times to obtain the derivative.

ADIFOR [5]is a FORTRAN pre-processor to generate
a code that computes the partial derivatives of all depen-
dent variables with respect to all independent variables.
The processor of ADIFOR needs two input files: the first
one lists all the dependents and independents variables,
and the second file identifies all the subroutines of the pro-
gram for which the derivative code should be obtained.
Using automatic differentiation, all the errors associated
with finite difference method (such as round of error, incre-
ment size, etc.) can be eliminated. Any computer code,
regardless to its length, is composed of set of mathematical
operations such as summation, multiplication, etc. ADI-
FOR applies chain rule of calculus on all mathematical
operation in the code to obtain the derivative of a depen-
dent variable with respect to independent one. The theory
of ADIFOR can be illustrated as follows: assuming that
the independent variables for a certain function are:

Xi=filx1, %2, .. 0,x1), i=n+1ln+2,....m (13)

and the dependent variables are:

Xn+19Xn425««« 9y Xm (14)

There are two basic approaches to get the derivative code
using automatic differentiation: the forward mode and
backward mode.

In the forward mode, the computer holds a value and a
storage location for all derivatives up to the desired degree.
Automatic differentiation breaks the code down into ele-
mentary unary and binary operations. Then, for each
mathematical operation in the code, the derivatives are cal-
culated by chain rule as follows:

Wi <~ Of;
o £ Q. ox;’

J=1,2,....n (15)

Since f; is unary or binary, the sum in (15) consists of a sin-
gle term or a sum of two terms [29].

In the backward mode, a computational graph for all the
mathematical operations have to be constructed to repre-
sent the computations at each variable x; i=1,2,...,m
and links to nodes for the operands of operation. A storage
location for the derivative of each node has to be allocated.
All the variables are considered as independent at the
beginning. Therefore, the derivatives are all zero except
at nodes for f where the derivative value is 1. Then going
backward one by one, the variables change to dependent
and the derivative updated using chain rule as follows:

oot

Ox,  Ox;  Ox; Ox;’

k=1,2,...,i—1 (16)

At a binary node, % is zero for all but one value of k. Un-
like forward approach, the computations required by back-
ward approach are independent on the number of non-zero
derivatives.

ADIFOR deploys a hybrid forward/backward scheme,
and thus, reduces the required time. That is, ADIFOR is
generally based on forward mode, but it uses the backward
mode to compute the gradient of the assignment statements
containing complex expressions.

In this study, ADIFOR was used to generate the deriva-
tive code of the two-dimensional finite element groundwater
flow and contaminant transport model (MCB2D) [36]. The
resulted code is a FORTRAN subroutine including the
derivative code for the pre-defined input parameters, in
addition to the original model code. All the work, which
has to be done, is to identify the dependent parameters (in
this case the concentration of pollutant) and the indepen-
dent parameters (hydraulic conductivity, and groundwater
recharge). As a result, the derivative code of the original
model was obtained and the required gradient vector was
evaluated with a very good accuracy and fewer computa-
tions in comparison to finite difference method.

4.1.1. ADIFOR and other automatic differentiation
methods

There are different tools and software for derivative cal-
culation using automatic differentiation. A good survey of
these tools can be found in [17,35]. In this research, we are
interested in a method that can be applied directly to the
model code, and produce the derivative code for a pre-
defined dependent and independent variables. The ground-
water model, which was used in this study, is written in
Fortran language. Therefore, it was preferable to use a tool
works with FORTRAN.

Tools of automatic differentiation are classified into two
groups according to the computer language: (1) GRESS,
PADRE-2, ADIFOR, and Odyssee are automatic differen-
tiation for FORTRAN codes, and (2) ADOL-C and ADIC
work with C codes. GRESS, PADRE-2, and ADOL-C
generate a trace of computation by writing down the par-
ticulars of each operation performed. Thus, the code gets
very huge and the time required is large [35].

ADIFOR, Odyssee, and ADIC transform the source
into the derivative code by applying the rules of automatic
differentiation. Odyssee uses the backward mode, and it
imposes certain restrictions on the FORTRAN input and
runtime environment. ADIFOR deploys a hybrid for-
ward/backward scheme, and thus, reduces the required
time. Generally, the advantages of ADIFOR over other
automatic differentiation tools are:

1. Ease of usage: It can be used without any run-time sup-
port and it can be easily used with different computing
environments.
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2. Portability: 1t supports all Fortran 77 codes including
arbitrary calling sequences. Since the majority of
groundwater models are written in Fortran, this makes
ADIFOR good suited for these models.

3. Accuracy: The produced derivative code is accurate up
to machine precision.

4. Efficiency: The time requirement of ADIFOR is less
than that of finite difference. It does not require any
change of the original code but identification of depen-
dent and independent variables.

5. Case study: probabilistic contaminant transport
modelling

Fig. 3 shows the area of study with the land use and
sources of pollution. The area is located in Bait Lahia,
which is in the northern part of the Gaza Strip, Palestine.
The study area is about 23 km? and the water-bearing layer
is composed of gravel and sandstone covered with sand
dunes from the Quaternary era. Therefore, the area is
highly vulnerable to groundwater pollution.

A waste water treatment plant is the main source of
groundwater pollution in the area. Bait Lahia treatment
plant has been in operation since 1973, and it is one of
the plants, which have been inherited from the Israeli gov-
ernment by the Palestinian Authority after the Oslo agree-
ment. Because of increasing population and increasing

E= Wastewater treatment plant

%% \sraeli settelments
"/ Roads 0

[ Builtup areas

inflow, the sewage influent has been constantly overflowing
the designed capacity. The amount of sewage influent is
about 8000-10,000 m3/day, and less than 30% of the influ-
ent is currently being treated. As the area is well recharged
from rainfall and the infiltration rate is high because of the
existence of sandy dunes, the Bait Lahia treatment plant is
near groundwater bodies of high-quality. High-level of
nitrate concentrations were detected from the aquifer
nearby, and it is most likely that the excess wastewater
influent is responsible for the deterioration of the water
quality of the aquifer.

5.1. Model description

MCB2D is a two-dimensional finite element groundwa-
ter flow and transport model written in FORTRAN com-
puter language. The model couples groundwater flow
with contaminant transport using a Multiple Cell Balance
Method [36] to solve the two-dimensional advection disper-
sion equation.

The model in this study consists of 532 nodes and 977
elements. Of course this model is not so large when com-
pared to other models, but it is large enough to show the
efficiency of the proposed FORM. The intensity of ele-
ments was increased at the location of the pollution sources
(e.g. wastewater treatment plant) as shown in Fig. 4. The
aquifer in the area is phreatic with groundwater depth var-
ies between 20 and 35 m. Calcareous sandstone, and gravel

3 Kilometers

Fig. 3. The study area.
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Fig. 4. Finite element mesh and boundary conditions.

with high hydraulic conductivity are the main compo-
nents of the aquifer media. The aquifer parameters were
input into the model based on the statistical analysis of
these parameters. Values of hydraulic conductivities were
obtained from the literature [10,25,37], and from pumping
tests data. Groundwater recharge data were obtained from
the literature based on different methods of recharge anal-
ysis [2,10,16,25]. Historical data of pumping rates were
obtained from the Palestinian Water Authority (PWA),
and input into the model. The derivative code of the model,
which was obtained using ADIFOR, was coupled with
the proposed FORM approach code. Input parameters,
which were considered as uncertain, are the groundwater
recharge and hydraulic conductivity. The first and second
moments of these variables were obtained from statistical
analysis.

5.2. Boundary and initial conditions

The boundary conditions for both flow and transport
problems are shown in Fig. 4. A Dirichlet-type of bound-
ary condition was assigned to the western part of the model
(sea line) at which the head is constant. The head at this
boundary was assumed to be zero. Neumann-type bound-
aries of specified flow were assumed at the residual parts of
the model boundaries. Based on groundwater monitoring
in the area, it was found that the groundwater flow direc-
tion is generally from east to west (i.c., the contour lines
are almost parallel to the sea). The flow amounts at these

boundaries were obtained from groundwater contour
maps, and from the literature [3,26]. For the transport
problem, nitrate was considered as the main pollutant in
the aquifer. Therefore, a constant source of nitrate was
assumed beneath the wastewater treatment plant.

The computed nitrate concentrations in the model
domain were expressed in dimensionless form as a percent-
age of those infiltrate beneath the treatment plant. Steady
state conditions were assumed at the beginning of the sim-
ulation (year 1995), then the results of the steady state sim-
ulation were used for the transient state (from 1995 to
2005).

The accuracy of the numerical solution is influenced by
the resolution of spatial discretisation (i.e., grid size),
and the time discretisation (i.e., time-stepping). Selection
of the time step is not easy because it affects the accuracy,
and the convergence of solution. In one hand, small time
steps increase the accuracy of output to some extent. On
the other hand, small time steps lead to numerical diffusion
and oscillations, require much computations, much com-
puter storage, and more input data. Time discretisation
for the simulation of solute transport can be expressed by
a stability criterion, the Courant number [1], which is
defined as the ratio of groundwater velocity multiplied by
the minimum time step divided by the characteristic dis-
tance between grid nodes. Therefore, the time step should
satisfy the Courant number equation:

A
A < 7" (17)
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Fig. 5. Initial conditions for groundwater head (upper map [meters above m.s.1.]), and nitrate concentrations (lower map [mg/1]).

where A, is the time step, A, is the distance between nodes  5.3. Coupling FORM with derivative code and

and V is the groundwater velocity. MCB model
Since the nitrate concentration records in groundwater
are available on annual basis, a l-year time step was MCB2D model is written in FORTRAN77 language

assigned. It is found that a 1-year time step satisfies the  and has 1770 lines of code. It needed 10 s to run the tran-
condition of Eq. (17). Fig. 5 shows the initial groundwater  sient flow and transport code for this study area using a
head and nitrate concentrations in the year 1995. AMD-1000MHz processor. The results of the flow model
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Fig. 6. Nitrate concentration at the end of 10 years contaminant transport simulation [mg/1].

were checked against groundwater monitoring data, and
modelling results of the Gaza Strip from the literature
[26]. Fig. 6 shows the nitrate concentrations at the end of
the 10 years transient simulation period.

Automatic differentiation was used to obtain the follow-
ing derivatives:

(2[(;) (18)
(2;’) (19)

where C is the pollutant concentration at any time #; K is
the hydraulic conductivity and R is the recharge.

ADIFOR was applied on the original code of
MCB2D to generate the derivative code with respect to
hydraulic conductivity and groundwater recharge as in
(18) and (19). FORM model was considered as the main
code, which calls the derivative code and the original
function. At each run, FORM reads the input data file,
gets the derivative, the function output from the gener-
ated code by ADIFOR, and starts the iterations. Itera-
tions stops when the error (i.e., the difference between
two successive iterations, as expressed in (11)) does not
exceed 1E—05. Thus, iteration procedure continues until
the convergence achieved for the pre-defined accuracy.
For this case study, the generated derivative code needed
50s to be executed with the original code coupled with
FORM model.

5.4. Limit state function

Different pollutants usually exist in the groundwater as a
result of leaching from land use activities. For each type of
pollutant, there is a maximum permissible value, which
should not be exceeded. Therefore, the main aim of con-
taminant transport modelling is to investigate if the level
of pollutants at a certain location and time exceeds its max-
imum allowed value. The limit state function in this case
can be written as:

G(X) = C, — C(X) (20)

where C(X) is the value of concentration obtained by the
model, C, is the maximum permissible value of pollutant
concentration. The wastewater treatment plant (refer to
Fig. 3) was considered as a continuous source of pollution
(nitrate) with a concentration value equals Cy. The formu-
lation of the limit state function was done based on Cawl-
field approach [7]. According to this approach, the value of
pollutant concentration at a receptor well (C,) was norma-
lised by the source concentration (Cy). That is, the limit
state function was formulated in dimensionless form based
on the following equation:

a0-(5) - (%)

where C'is a pre-defined value of a contaminant concentra-
tion at a target location ¢ (maximum permissible value that
should not be exceeded); Cy is the concentration at the
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source of pollution and C\ is the value of concentration ob-
tained from the model.

Target concentration was assumed as the maximum per-
missible value of the pollutant in groundwater in the entire
model domain. The results of the proposed FORM model
are: the probability of failure contour map for the pre-
defined limit state function, uncertainty analysis, and sensi-
tivity analysis. All computations were carried out based on
transient simulations, and the results were obtained at the
end of the transient period (10 years).

5.5. Probability of failure

Two input parameters (groundwater recharge and
hydraulic conductivity) were considered in this case study
as random variables. The hydraulic conductivity and
groundwater recharge are assumed constant in the physical
space, and variable in the probability space. The required
data for the model input were obtained based on field
investigations, pumping tests data, and data from literature
[11,26]. Tables 1 and 2 list the statistical descriptors of
hydraulic conductivity and groundwater recharge in nor-
mal and lognormal distributions, respectively.

From the descriptive statistics in Tables 1 and 2, it is
obvious that the skewness factor of hydraulic conductivity
for lognormal probability is low (0.01) compared to the
case of normal distribution (0.675). In addition to skewness
factor, the Kolmogorov—Smirnov test, which is used to
decide if a sample of data follows a specific probability dis-
tribution [19], was carried out. The Kolmogorov—Smirnov
parameter (Z) is computed from the largest difference (in
absolute value) between the observed and theoretical
cumulative distribution functions. It was found from the
results of the Kolmogorov—Smirnov test, that the Z param-
eter for lognormal distribution of hydraulic conductivity
equals (0.466), while it is (0.708) in the case of normal dis-
tribution. This is also evidence that the hydraulic conduc-
tivity is more likely to follow the lognormal distribution
rather than the normal distribution. Thus, the hydraulic
conductivity was considered to follow the log-normal dis-
tribution. Since the hydraulic conductivity values (in gen-

Table 1
Statistical information of hydraulic conductivity, and groundwater
recharge in normal distribution

Statistics K* Rainfall® R (%)°
Normal distribution

Range 68.00 476.43 21.5
Minimum 15.00 114.57 31.50
Maximum 83.00 591.00 53.00
Mean 41.58 321.00 38.55
Standard deviation 16.69 140.67 5.43
Variance 433.13 19,781.45 29.53
Skewness 0.675 0.381 0.87
Kolmogorov—Smirnov Z 0.708 0.681 0.65

* Hydraulic conductivity in m/d.
® Rainfall in mm/a.
¢ Net groundwater recharge as a percentage of rainfall.

Table 2
Statistical information of hydraulic conductivity, and groundwater
recharge in lognormal distribution

Statistics K Rainfall® R (%)°
Lognormal distribution

Range 1.71 1.64 0.52
Minimum 2.71 4.74 3.45
Maximum 4.42 6.38 3.97
Mean 3.60 5.76 3.64
Standard deviation 0.51 0.44 0.14
Variance 0.26 0.19 0.02
Skewness 0.01 —0.45 0.53
Kolmogorov—Smirnov Z 0.466 0.560 0.41

# Hydraulic conductivity in m/d.
® Rainfall in mm/a.
¢ Net groundwater recharge as a percentage of rainfall.

eral all the hydrogeological parameters) are positive, the
log normal distribution is consistent with this fact because
the lognormal distribution contains no negative values.

Similarly, the statistical analysis of groundwater
recharge reveals that the skewness factor of lognormal dis-
tribution equals (0.53), which is less than that of normal
distribution (0.87). The results of the Kolmogorov—Smirov
test show that the Z value of groundwater recharge for
lognormal distribution is smaller than the case of normal
distribution (Z equals 0.65, and 0.41 for normal and log-
normal distribution, respectively). Therefore, the ground-
water recharge is more likely to follow log-normal
distribution.

In addition to Kolmogorov—Smirnov test, probability
distributions for both parameters were examined using
goodness of fit for both normal and lognormal distribu-
tion. For the hydraulic conductivity, it was found that
the maximum differences between measured and predicted
plot is 0.139, and 0.091 for normal and lognormal distribu-
tions, respectively. For the rainfall, it was found that the
maximum differences are 0.157, and 0.129 for normal and
lognormal distributions, respectively. Obviously, the maxi-
mum difference between measured and predicted plots is
smaller in the case of lognormal distribution than in the
case of normal distribution.

The limit state function was formulated as described
above in (21), and the transient state simulation was carried
out. Nitrate (NO3) is the simulated pollutant in this case
and the maximum permissible value (C,/Cy) equals 50%.
The result of FORM-contaminant transport model at the
end of simulation period is presented in Fig. 7. The failure
probability map is a function of space for the pre-defined
normalised target concentration [(C,/Cp) = 50%]. As the
groundwater flow direction is generally westward, areas
with high probability of failure exist downstream to the
west of the sources of pollution (wastewater treatment
plant). The eastern and northern areas have low probabil-
ity of failure. The probability of failure in some areas is
almost zero. That means, for the given conditions and for
this target concentration, nitrate concentration at these
areas will not ever exceed the maximum permissible value.
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Fig. 7. Probability of exceedance in case C/Cy < 50.

FORM can also compute the values of individual ran-
dom parameters in the probability space at the design point
(X value in (10)). Since the random variables change in the
probability space, these variables can get any value
between the maximum and minimum range of each. The
values of input random parameters at the design point
illustrate the conditions leading to a particular realisation.
These values give the highest probability of exceeding the
threshold (i.e., C/Cy = 50%). The contours of hydraulic
conductivity (K) and groundwater recharge (R) at the fail-
ure point are shown in Fig. 8. The values of hydraulic con-
ductivity that lead to exceedance are generally higher than
the mean value (mean value of hydraulic conductivity is
41.58 m/day). Hydraulic conductivity increases gradually
from the source of contamination to the maximum value
at other locations (from 40 m/day at the source of pollu-
tion to 85 m/day away from it). The contour map of
groundwater recharge at the failure point shows also
increase of this value along the movement paths of contam-
ination. Similarly, the values of groundwater recharge are
generally greater than the mean value as shown in the
figure.

5.6. Uncertainty analysis

Coefficient of variation (CV) is a statistical measure of
the deviation of a variable from its mean, and it is used
to determine the degree of relative dispersion of the popu-
lation. That is, CV is the standard deviation ¢ divided by
the mean value u of a population. The probabilistic model

for the previously described limit state function was carried
out at different values of CV. First, the CV was changed by
changing the mean value only keeping the standard devia-
tion constant. The CV of hydraulic conductivity was given
four different values: 0.25, 0.50, 0.75, and 1.00 and the
model were run keeping the other parameters constant.
Then, the same procedure was followed for groundwater
recharge. Finally, both hydraulic conductivity and ground-
water recharge were given different values of CV simulta-
neously, and the results of probability of failure were
obtained for each case. This procedure was followed at dif-
ferent nodes in the model domain including the municipal
wells locations in the area. A typical result of this analysis
at a municipal well location is presented in Fig. 9. This fig-
ure shows the probability of failure at different values of
CV based on changing mean values, keeping standard devi-
ation constant. The first diagram in the figure (top) is
for hydraulic conductivity, the second one (middle) is for
groundwater recharge, and the last one (bottom) is for
both groundwater recharge and hydraulic conductivity
together. Based on the analysis of the results, it is found
that the probability of failure decreases always, when the
CV increase by decreasing the mean value and keeping
standard deviation constant. Also the probability of failure
increases when the mean value increases, as a result of
increasing output.

Similarly, the CV was changed by increasing the stan-
dard deviation only, keeping the mean value constant.
Any increase in the CV by increasing the standard devia-
tion leads to dispersion of the probability outcome, and
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Fig. 8. Contour map of hydraulic conductivity (top [m/d]), and groundwater recharge (bottom [m]) at the failure point.

thus, the probability of failure increases. Fig. 10 illustrates
this fact by example of two probability density functions.
The population for the two functions is the same as well
as the mean, but the standard deviation for population 2
is twice the standard deviation of population 1. Clearly,
the distribution of population 2 is dispersed around the
mean as a result of increasing the standard deviation.
The probability of failure as shown in the figure is the areca
under the curve to the right of the maximum permissible
value. It is obvious that the area under population 2 is lar-

ger than that under population 1. As a result, as the stan-
dard deviation increases, the probability of failure
increases.

5.7. Sensitivity analysis

In addition to uncertainty analysis, sensitivity of the
probability of failure with respect to each random variable
was investigated. Sensitivity analysis is important to allo-
cate and design of sampling sites. Since the sampling wells
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Fig. 9. Effect of CV variation (by varying the mean value of model input) on model output. (Typical figure at municipal well in the area.)

should be located at points of high sensitivity, this analysis
is very helpful in designing site monitoring wells. There-
fore, sensitivity is very useful in the design of groundwater
monitoring networks. Sensitivity of the probability of fail-
ure Py with respect to each random variable can be com-
puted as follows [23]:

an _ “v,d)(ﬁ) (22)

6x,- Oy,

i

where g,, is the standard deviation of a parameter x;, ¢ is
the standard normal probability density function, and f
is the reliability index. The vector « is called alpha sensitiv-
ity vector and can be computed for any random parameter
x; as follows:

o = Vx,G(X)

T VRG(X)| %)

where G(X) is the limit state function in the standard nor-
mal space evaluated at the design point, and Vx; is the gra-
dient of the function G with respect to the random variable
x;. The alpha vector in (23) can be obtained within the
FORM computations, and thus, no extra computations
are needed to calculate the sensitivity.

Figs. 11 and 12 show the sensitivity of the probability
of failure with respect to hydraulic conductivity, and
groundwater recharge, respectively (o, and o,). From the
sensitivity figures, the following conclusions could be
drawn:

e In general, the probability of failure is more sensitive to
hydraulic conductivity than to groundwater recharge.

o It is also clear the sensitivity of hydraulic conductivity is
high at the sources of pollution and in the contamina-
tion path.
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e The negative values of sensitivity at some locations indi-
cate that any decrease in the value of a parameter at
these particular locations leads to increase in the proba-
bility of exceedance.

6. Comparison and validation

The obtained results by the developed FORM model
were compared with Monte Carlo simulation to check
the accuracy and the efficiency of the proposed method.
The gradient vector required for FORM simulations was
obtained using automatic differentiation. Therefore, the
proposed methodology, which couples FORM with auto-
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matic differentiation (FORM-AD), was compared with
FORM model using finite difference method (FORM-
FD). The comparison was applied at different locations
distributed in the model domain. Fig. 13 shows the proba-
bility of failure using the following methods:

e FORM using automatic differentiation to obtain the
derivative of the limit state function (FORM-AD
model).

e Monte Carlo simulation (MCS).

e First order second moment method (FOSM).

e FORM using finite difference method to obtain the
derivative of the limit state function (FORM-FD model).

The same principle of reliability setup, which was dis-
cussed above, was used and applied with FOSM method.
The intended reliability index f§ was derived based on (4).
FOSM involves the first order expansion around the mean
to estimate the first and second moments [18]. So, it
depends on Taylor series expansion of the limit state func-
tion G(X) around the mean values of random variables [18].
The Taylor series expansion of the limit state function was
developed as follows:

290 )

G(X) %G()_()—i—i

1 n n

=1
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(24)

where G(X) is the limit state function evaluated at the
mean values, 7 is the number of random variables, and
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Fig. 11. Sensitivity of contaminant transport model with respect to hydraulic conductivity.
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Fig. 12. Sensitivity of contaminant transport model with respect to groundwater recharge.

H.O.T are the higher order terms. The mean of the func-
tion is equal to the expectation value E[( GX)], which is

Z,ZZ e ax, (i = 1) (5 = 1))

(25)

E[GX)] ~

and the variance can be computed as follows:

*[G(X)] = E[(G(X) — E[G(X)])’

3o (0
+2Z > Cu) ( af?) (@C;S())

(26)

where C(x,, x;) is the covariance between variables x; and x;,
and ¢*(x;) is the variance of the variable x;.

Substituting the results of (25) and (26) in (4), the
reliability index f, and the probability failure can be
computed.

The use of the finite difference method to estimate the
derivative of the functions has many drawbacks. Increment
size, for example, affects the accuracy of the finite difference
estimation, in addition to convergence rate. A small incre-
ment is desired to reduce the truncation error of the finite
difference estimate but a very small increment size increases
subtractive cancellation errors. Based on studies carried
out by Hamed et al. [12,13], the increment size in the finite
difference should be chosen as a small fraction of the stan-
dard deviation of the random variable. Therefore, the
increment size was chosen as 0.1 of the standard deviation
of each random variable. The FORM-AD model converges

after only 5-10 runs with a very good accuracy as shown in
the figure. The reference of accuracy of FORM is the
Monte Carlo results. The obtained results of Monte Carlo
simulation were based on 1000 model runs. Monte Carlo
simulation procedure can be described as follows: the input
values of the hydraulic conductivity and groundwater
recharge (random variables) were randomly sampled using
a random number generator. With this realisation, the
transport model was run and the output was obtained.
Then, using a new sampling, the transport model was run
again, and another set of results were obtained. If the
resulted concentration value is less than the pre-defined
value, then the hit value equals 0, else, the hit value equals
1. At the end, the probability of failure could be calculated
by dividing the number of hits by the total number of runs.
The results of Monte Carlo simulations were used as a ref-
erence to check the accuracy of other methods and com-
pare them with the proposed method.

The simulations of the above mentioned models were
done using a AMD-1000MHz processor. The run time
and number of runs for each model are shown in Table 3.
Although the finite difference method needs less time to
evaluate the model, but it requires more runs to converge.
Consequently, the total time required by FORM-FD is
more than that required by FORM-AD. In this study, the
difference in time between FORM-AD and FORM-FD is
not so large. However, we are talking about a model of
532 nodes and 977 elements. It is small in comparison to
large models with ten of thousands of nodes. In that case,
every extra second in each iteration does affect the total time
of run. On the other hand, we are talking about a model of
two random variables. If the number of variables increases,
the total time required by FORM-FD will increase while
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Table 3

Efficiency of FORM-AD, MC, and FORM-FD

Method Model components Time*/run No. runs Total time?®
FORM-AD Contaminant transport model, derivative code, FORM code 50 7 350

MC Contaminant transport model, sampling code 10 1000 10,000
FORM-FD Contaminant transport model, FORM code 10 13x3 390

# Time in seconds.
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that of DORM-FD will not. It is clear from Fig. 13 that the
FORM-FD model underestimates the probability of fail-
ure. The FOSM approximation is good only when the prob-
ability of failure is not extreme. In other words, if the
probability of failure is very small or very large, FOSM
results are very poor while Monte Carlo requires more runs
for such probabilities. Using the finite difference method to
estimate the first order derivative is not accurate and leads
to cumulative error in FORM-FD.

7. Conclusions

From the analysis of the results obtained in this study, it
is found that the modified FORM method provides a very
good tool to incorporate the uncertainty in model parame-
ters in groundwater modelling, and to carry out sensitivity
analysis. The characteristics of FORM-AD are efficiency
and robustness. The proposed FORM-AD method
requires only 5-10 runs to converge to the solution with
a very good tolerance value (i.e., error is less than
1E—05). When compared to other methods (e.g. Monte
Carlo simulation or FORM with finite difference method),
the developed FORM-AD method has shown a good effi-
ciency. The use of automatic differentiation in FORM
has promoted a solution that is both accurate and efficient.
This is obvious since automatic differentiation requires few
runs and produces accurate results. From the comparison
between different methods of uncertainty analysis, it was
found that the proposed FORM with automatic differenti-
ation is more efficient in terms of accuracy and computa-
tion effort. Moreover, the FORM-AD method has
another advantage when compared to MCS, which is the
added inherent sensitivity analysis. FORM-AD produces
sensitivity results without any further computations since
it is part of FORM optimisation approach.

Results of sensitivity analysis reveal that the hydraulic
conductivity has greater effect on the model results than
the groundwater recharge. Uncertainty of model input
parameters plays a big role in probabilistic model output.
Based on the results of uncertainty analysis, it was found
that the probability of failure increases as the mean value
or the standard deviation of the input parameters increases.

References

[1] Anderson MP, Woessner WW. Applied groundwater modeling. San
Diego, CA: Academic Press, Inc.; 1992.

[2] Baalousha H. Using CRD method for quantification of groundwater
recharge in the Gaza Strip, Palestine. Environ Geol 2005(48):889-900.

[3] Baalousha H. Risk assessment and uncertainty analysis in ground-
water modelling. PhD dissertation, Technical University of Aachen
(RWTH), Faculty of Civil Engineering. Signatur:Sz8578, Germany,
2003.

[4] Baecher G, Christian J. Reliability and statistics in geotechnical
engineering. England: John Wiley & Sons; 2003.

[5] Bischof C, Khademi P, Mauer A, Carle A. ADIFOR2.0: automatic
differentiating of FORTRAN77 programs. Technical report, IEEE
Computational Science and Engineering, 1996.

[6] Bjerager P. On computation methods for structural reliability
analysis. Struct Saf 1990(9):79-96.

[7] Cawlfield J, Sitar N. Stochastic finite element analysis of groundwater
flow using the first-order reliability method. IAHS Publication
1988;(175):191-216.

[8] Connell LD. An analysis of perturbation based methods for the
treatment of parameter uncertainty in numerical groundwater mod-
els. Transport Porous Med 1995;21(3):225-40.

[9] Fiessler B, Hawranek R, Rackwitz R. Numerische Methoden fiir
probabilistische Bemessungsverfahren und Sicherheitsnachweise,
Sonderforschungbereich 96, Technische Universitit Miinchen, 1976
[in German].

[10] Fink M. The hydrogeological survey of the Gaza Strip, TAHAL
report 3, TAHAL Consulting Engineers, Tel Aviv, 1970 [in Hebrew].

[11] Gelhar L, Claire W, Rehfeldt K. A critical review of data on field-
scale dispersion in aquifers. Water Resour Res 1992(28):1955-74.

[12] Hamed M, Bedient PB, Dawson CN. Probabilistic modeling of
aquifer heterogeneity using reliability methods. Adv Water Resour
1996;19(5):227-95.

[13] Hamed M, Bedient PB, Conte JP. Numerical stochastic analysis
of groundwater contamination transport and plume contaminant.
J Contam Hydrol 1996(24):1-24.

[14] Hamed M, Bedient P. On the performance of computational methods
for the assessment of risk from groundwater contamination. Ground-
water 1997;35:638-46.

[15] Hasofer A, Lind N. An exact and invariant first-order reliability
format. J Eng Mech-ASCE 1974;100(1):111-21.

[16] IWACO, WRAP. Groundwater resources assessment of The Gaza
Strip. Technical report, IWACO Euroconsult and Water Resources
Action Program (WRAP), 1995.

[17] Juedes D. A taxonomy of automatic differentiation tools. In: Andreas
G, George C, editors. Proceedings of the workshop on automatic
differentiation of algorithms: theory, implementation, and applica-
tion, Philadelphia, USA, 1991. p. 315-30.

[18] Kapur K, Lamberson L. Reliability in engineering design. New
York: Wiley and Sons; 1977.

[19] Knuth DE. Semi numerical algorithms/the art of computer program-
ming. Amsterdam: Addison-Wesley-Longman; 1998. p. 45-52.

[20] Kuczera G, Prent E. Monte Carlo assessment of parameter uncer-
tainty in conceptual catchment models: the metropolis algorithm.
J Hydrol 1998(211):69-85.

[21] Lioua T, Der Yeha H. Conditional expectation for evaluation of risk
groundwater flow and solute transport: one dimensional analysis.
J Hydrol 1997;199(3-4):378-402.

[22] Liu PL, Der Kiureghian A. Multivariate distribution models with pre-
described marginals and covariances. Probab Eng Mech 1986;1(2):
105-12.

[23] Madsen H, Krenk S, Lind N. Methods of structural safety. Engle-
wood Cliffs, New Jersey: Prentice-Hall, Inc; 1986.

[24] Mays L. Hydraulic design handbook. New York: McGraw-Hill;
1999.

[25] Melloul A, Bachmat Y. Evaluation of hydrological situation as a
basis for operational management of the coastal plain aquifer of the
Gaza Strip, Report 50 pp, Hydrological Service of Israel, 1975 [in
Hebrew].

[26] Metcaf and Eddy. Coastal aquifer management program. Final
model report, Technical report, Palestinian Water Authority (PWA),
2000.

[27] Morgan MD, Henrion M. Uncertainty: a guide to dealing with
uncertainty in quantitative risk and policy analysis. New
York: Cambridge University Press; 1990.

[28] Pet-Armacost J, Sepulveda J, Sakude M. Monte Carlo sensitivity
analysis of unknown parameters in hazardous materials transporta-
tion risk assessment. Risk Anal 1999;19(6):1173-84.

[29] Prycel JD, Reid JK. ADOl, a Fortran 90 code for automatic
differentiation. Technical report, Royal Military College of Science
report, 1998.



1832 H. Baalousha, J. Kongeter | Advances in Water Resources 29 (2006) 18151832

[30] Rackwitz R, Fiessler B. Structural reliability under combined random
load sequences. Comput Struct 1978(9):489-94.

[31] Sitar N, Cawlfield J, Der Kiureghian A. First-order reliability
approach to stochastic analysis of subsurface flow and contaminant
transport. Water Resour Res 1987;23(5):794-804.

[32] Skaggs TH, Barry DA. The assessing uncertainty in subsurface solute
transport: efficient first-order reliability methods. Environ Softw
1996;11(1-3):179-84.

[33] Skaggs TH, Barry DA. The first-order reliability method of predicting
cumulative mass flux in heterogeneous porous formations. Water
Resour Res 1997;33(6):1485-94.

[34] Sobol I. A primer for the Monte Carlo method. CRC Press Inc; 1994.

[35] Soulie E. User’s experience with Fortran compilers for least squares
problems. In: Andreas G, George C, editors. Proceedings of the
workshop on automatic differentiation of algorithms: theory,
implementation, and application. Philadelphia, USA, 1991. p. 297—
306.

[36] Sun Ne-Zheng. Mathematical modeling of groundwater pollu-
tion. New-York: Springer; 1996.

[37] Yakirevich A, Melloul A, Sorek S, Shaath S, Borisov V. Simulation
of seawater intrusion into the Khan Yunis area of the Gaza Strip
coastal aquifer. Hydrogeol J 1998;6(4):549-59.



	Stochastic modelling and risk analysis of groundwater pollution using FORM coupled with automatic differentiation
	Introduction
	Theory of reliability analysis
	First order reliability method (FORM)
	Alternative implementation of FORM
	Automatic differentiation of FORTRAN (ADIFOR)
	ADIFOR and other automatic differentiation�methods


	Case study: probabilistic contaminant transport	modelling
	Model description
	Boundary and initial conditions
	Coupling FORM with derivative code and�MCB model
	Limit state function
	Probability of failure
	Uncertainty analysis
	Sensitivity analysis

	Comparison and validation
	Conclusions
	References


